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1. Starting Point

The Importance of being Workflow... at the Grid

* Workflow Management Systems: Allow the execution of complex
applications that can be divided in tasks with dependencies.
* The Grid: Offers access to a great amount of computing resources.

Job done till now CCGI"Id 07

* Representative Bioinformatics application was ported onto the Grid.
* Framework running on production environment.
* Not so good performance results due to Grid’s nature...

Algorithm needs to be revisited!

(why we are here)

CCerid 2008
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M 2 The CD-HIT Application

Application Description

* “Cluster Database at High Identity with Tolerance”
* Protein (and also DNA) clustering

* Compares protein DB entries

* Eliminates redundancies
* Example: Used in UniProt for generating UniRef data sets

* Our case: Widely used in the Spanish National Oncology Research Center
(CNIO)

* Input DB now: 4,186,284 proteins / 1.7GB
* Infeasible to be executed on single machine
* Memory requirements

* Total execution time
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* UniProt is the world's most comprehensive catalog of information on
proteins. CD-HIT program is used to generate the UniRef reference data
sets, UniRef90 and UniRef50.

* CD-HIT is also used at the PDB to treat redundant sequences 417



2. The CD-HIT Application

CD-HIT Parallel

* Execute cd-hit in parallel mode

* Idea: divide the input database to .
compare each division in parallel 1
* Divide the input db
* Repeat DB

* Cluster the first division (cd-
hit)
* Compare others against
this one (cd-hit-2d)
* Merge results

* Speed-up the process and deal ~ Jal=EI
with larger databases

& Computational characteristics
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* Variable degree of parallelism
* Grain must be adjusted




§ 2. The CD-HIT Application

local cluster

Merge
sequential tasks
to reduce

Enabling Grids
for E-sciencE

N

DRMS ¥ GRIDIMadrid
. /

Provide a uniform interface (DRMAA) to
interact with different DRMS. Some file
manipulation still needed
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3. The GridWay Metascheduler

34 GridWay Internals
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4. Workflow Optimization Heuristics

List Scheduling

* Heterogeneous Earliest Finish Time: schedules tasks minimizing their
finishing time in an insertion based manner.

* Critical Path on a Processor: detaches a machine just for critical path
tasks.

* Bubble Scheduling and Allocation: firstly serializes task graph and then
inserts tasks to processor.

* Dynamic Level Scheduling: delays scheduling when given task is ready.
* Critical Nodes Parent Trees: Considers task earliest execution time.

* Iso-Level Heterogeneous Allocation: allocates to each processor a
number of tasks proportional to its computing power.

Some of them are implicitly applied by GridWay
(number of CPU’s/Job, scheduling order because of critical path,... )

eAgglomeration

Clusters jobs for reducing communication overheads.
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Prototype which executes locally last levels’ tasks
developed and being tested
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4. Workflow Optimization Heuristics

Replication

* Heterogeneous Critical Tasks Reverse Duplicator: replicates the parent-
tree or some selected parents of chosen task.

* Bottom-up Top-down Duplication Heuristic: replicates all necessary task
ancestors.

* Heterogeneous Critical Parents with Fast Duplicator: replicates
considering idle time left by select task on given machine.

* Critical Path based Full Duplication Algorithm: replicates all possible
parents of considered task.
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5. Applying the Replication Heuristic

Variants

* Replicate all tasks
* Replicate tasks above blocking threshold:

b — { ST(N —1) it 1= i,j = task coordinates
o (1—1)+ST(N —1i) it 1F n = workflow levels
Blocking Subftree:
ST(n) = n(l+mn)

2
* Replicate tasks from Critical Path (Critical Path based Full Duplication)

* 3 copies/task.

* Not all replicated tasks are sent necesarily to same cluster (backfilling
mechanisms are avoided).

* Persistent resource fails make it to be banned. Allows functional
resource discovery at the beginning.
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6. Experimental Results

| Experiment Resources (April 2007)

* EGEE: Production and large scale
* GRIDIMadrid: Research and short scale

Site Count.  FProc,  Speed Modes
GRIDIMadod Resources
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CIEMAT ES P4 23932 22 & % e -
EGEE HNesources (BIOMED Virtual Organization ) At G R | D | M ad r Id
BHAM-UNI UK FIII 200 128
BEREUNEL UK P4 2000 5
GG FR FPIII 1266 kil . A :
CIEMAT ES FIII 1001 20 http//WWWgrldlmadrldorg/
CYF-KR FL P4 2800 254
GRID-ACAD BEG r4 2400 T8
HELLASGRID GR r4 3400 356
IFCA ES P4 3200 06

1 ME r4 3300 &
IMPERIAL UK r4 2000 188
IN2P3 FI FIII 101 69
INFN IT P4 2400 124

IPP-ACAD EG P4 2800 10 ' '
JET-EFDA UK P11 1058 66 Enab“ng Gnds

KELDYSH KU F4 S0 1 '

L-HEF TR F4 S0 S8R0 f E - E
LIFP FT F4 2200 52 O r S C I e n C
MAN-TUNI TE F4 2R00 LR

FPMFI hU F4 S0 112

SAVEA Sk P4 300 41 http://www.eu-egee.org/
SRCE HE F4 2193 16

TA M ES F4 266 1

1L K F4 2R00 312

UNI-LINZ AT F4 F014 o]
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6. Experimental Results

B Consolidated Times
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6. Experimental Results

Workflow Total Execution Times
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6. Experimental Results

Workflow Speed-up
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6. Experimental Results

Reschedules

Divisions  Reschedules Mean Times

o) Norm. 3CP Norm. 3CP
3 32 69 34 16.3> 14.7
= 40 170 35 14.6" 11.7
O 48 63 27 14.8 12.7
==
8 “The Dark Side” (Replication Costs)
g * 32 Divisions (8h 06’ — Upperbound: 32h)
R * Txfr: 45” - :
O * Tcpu: 5 16” Add#lc?tngl comE[)utanonaI
78 - 40 Divisions (7h 25’ — Upperbound: 28h) etiort fone at spare
O « Txfr 30" resources

5 * Tcpu: 3’ 517 No harm to other Grid
S - 48 Divisions (7h 55’ — Upperbound: 49h) applications
\ f * Txfr: 25”

* Tcpu: 2’ 55”
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7. Conclusions and Future Work

We have...

... reviewed 3 approaches to optimization techniques.

... focused in one of them for a specific workflow.

... demonstrated through experiments that replication gave high speed-up.
... shown Grid’s nature affected the whole process.

We will...

.. study the effect of agglomeration.
.. provide a model for workflow execution.
.. study the effects of optimization heuristics on model.

=
O
L
=
(@)
()
7
L
o
]
5

ey Want to participate?
> 9

¢

_ Visit http://www.gridway.org/ now!
GridWay

16/17



Questions?

—

Merci pour votre attention!
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