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* Present the modular architecture of GridWay which allows the
coordinated use of different Grid infrastructures, although
based on different middleware and service technologies.

* The proposed architecture eases:

— the gradual migration from pre-WS Grid services to WS
ones, and
— the long-term coexistence of both.

* Its suitability will be demonstrated with the evaluation of the
coordinated use of two Grid infrastructures:

— aresearch testbed based on Globus WS Grid services,

and

— aproduction testbed based on Globus pre-WS Grid
services, as part of the LCG middleware.
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From Pre-WS to WS (

* Pre-WS Grid services are based on proprietary interfaces,

although usually implemented over standard protocols
(HTTP, LDAP, FTP...).

WS Grid services are based on the WS-Resource
Framework (WSRF), which is a set of conventions and usage
patterns within the context of established WS standards (WS-
Addressing, WS-Naotification...).

WSRF defines the WS-Resource construct as a compaosition
of a Web Service and a stateful resource.

WSRF makes easier/possible to define (and so standardize) a
service architecture, like OGSA, since only service interfaces
and resource properties, representing the resource state,
have to be specified.
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Globus Approach ft

* Pre-WS GRAM vs. WS GRAM
— Better overall performance associated with pre-WS GRAM.
— Better job status monitoring mechanism in WS GRAM:

« use of a Job State Monitor (JSM) and Scheduler
Event Generator (SEG) instead of a polling mechanism
In the Job Manager.

— More scalable/reliable file handling in WS GRAM:

 use of the Reliable File Transfer (RFT) service with
GridFTP, and

* removal of GASS transfer and caching.

 WSRF-based Grid services in GT4 clearly outperforms heavy-
weight OGSI-based Grid services in GT3.
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GridWay Approach for J
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GridWay Approach fc

« Components of GridWay:
— Request Manager (RM): To handle client requests.
— Dispatch Manager (DM): To perform job scheduling.

— Submission Manager (SM): To perform the stages of job
execution, including job migration.

— Execution Manager (EM): To execute each job stage.
— Performance Monitor (PM): To evaluate job performance.

« The framework has been designed to be modular to allow
adaptability, extensibility and improvement of its capabillities.
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GridWay Approach f

« The Submission Manager is responsible for the execution of
the job during its lifetime, 1.e. until it is done or stopped.

It performs the following tasks:
— Preparation: Submission of Prolog executable.

— Submission: Submission of \Wrapper executable and
waiting for events.

— Cancellation: Cancellation of the submitted job if a
migration, stop or kill event is received.

— Finalization: Submission of Epilog executable.

[t doesn't rely on the underlying middleware to perform
preparation and finalization tasks.

 Prolog and Epilog are submitted to the cluster front-end node
and Wrapper is submitted to a compute node. Therefore, no
middleware installation nor network connectivity is
required in the compute nodes (“end-to-end” architecture).
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GridWay Approach fc

 The Execution Manager uses a Middleware Access Driver
(MAD) module to submit, monitor and control the execution
of Prolog, Wrapper and Epilog modules.

« The MAD module is an abstraction of the resource
management middleware layer:

— provides basic operations, like submitting, polling or
cancelling jobs, and

— receives asynchronous notifications about the state of
each submitted job.

« Currently, there are two MADs available:

— one, written in C, interfaces to pre-WS GRAM services,
and

— other, written in Java, interfaces to WS GRAM services.

« Java Virtual Machine (JVM) initialization time doesn't affect,
since the JVM is initiated before the start of measurements.

8 2"d GADA Workshop, November 1st, 2005



Application (NGB ED

 We have chosen the Embarrassingly Distributed (ED)
benchmark from the NAS Grid Benchmark (NGB) suite.

« This benchmark represent the class of Parameter Sweep
Applications (PSA), so important in the Grid.

 Problem sizes, in terms of mesh size, iterations and number of
tasks, are defined as classes by NGB.

 We have used a class A problem but, instead of submitting 9
tasks (as NGB defines for class A) we submitted more tasks in
order to have a real high-throughput application.
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Research Testbed (UCM (
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Based on Globus WS Grid services.

Name Site Location Nodes Processor

Speed Memory DRMS

per node

cygnus UCM Madrid
ursa  UCM Madrid
draco UCM Madrid
hydrus UCM Madrid
aquila UCM Madrid

1 Intel P4  2.5GHz
1 Intel P4  3.2GHz
1 Intel P4  3.2GHz
4 Intel P4  3.2GHz
2 Intel PI1I1 600N Hz

512MDB -

512MB fork
512MB fork
512MB PBS
250MB SGE
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Production Testbed (E

« Based on Globus pre-WS Grid services, as part of the
LCG middleware.

— In a previous work, GridWay was adapted to work over the
LCG-2 middleware.

Name Site Location Nodes Processor Speed Memory DRMS
per node

egeece [FCA Cantabria 28 2xIntel PIIT 1.2GHz 512MB PBS
lcg2ce TFIC Valencia 117 AMD Athlon 1.2GHz 512MB PBS
lcg-ce CESGA Galicia 72 Intel P4 2.5GHz 1GB PBS
ce00 INTA-CAB Madrid 4 Intel P4 2.8GHz 512MDB PBS
ce01 PIC Cataluna 65 Intel P4 3.4GHz 512MDB PBS

GEIGG

11 2"d GADA Workshop, November 1st, 2005


http://egee-intranet.web.cern.ch/egee-intranet/gateway.html

Joint Testbed
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Results: Dynamic Throug
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Results: Scheduling o
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Results: Comparison of F
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Conclusions
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GridWay, as user-level Grid middleware, can work with
Globus, as a standard core Grid middleware, over any Grid
fabric in a loosely-coupled way.

The GridWay approach (the Grid way), based on a modular,
decentralized, and “end-to-end” architecture, is appropriate

for the Grid.

Results resemble the advantages of loosely-coupled grids,
since they allow:

— a straightforward resource sharing, and
— an easier, scalable and compatible deployment.
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